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Autonomous micromobility systems (AMS) such as low-speed minicabs and robots are thriving. In AMS, mul-
tiple Deep Neural Networks execute in parallel on heterogeneous Al accelerators. An emerging paradigm
called Accelerator Level Parallelism (ALP) suggests managing accelerators holistically. However, there lacks
a specialized and practical solution populating ALP for an AMS, where the varying real-time requirements un-
der different working scenarios bring an opportunity to dynamically tradeoff between latency and efficiency.
Furthermore, accelerator heterogeneity introduces enormous configuration space, and the shared-memory
architecture results in dynamic bandwidth interference.

In this article, we propose A%, a novel AMS resource manager optimizing energy and memory space ef-
ficiency under variable latency constraints. We gain insight from prior Learn&Control scheme to design an
Analyze&Adapt scheme specialized for heterogeneous Al accelerators under shared-memory architecture. It
features analyzing the system thoroughly offline to support two-step adaptation online. We build a proto-
type of A? and evaluate it on a commercial edge platform. We show that A? achieves 32.8% improvements
in power and 13.8% in memory compared with control-based methods. As for timeliness enhancement, A2
reduces the deadline violation rate by 9.2 percentage points (12.8% — 3.6%) on average compared to directly
porting Learn&Control methods.
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1 Introduction

Embedded systems are moving towards full automation. In particular, autonomous micromo-
bility systems (AMS), including self-driving minicabs, delivery robots, and drones [34, 60] are
thriving. AMS features limited cost ($1000-$5000 [4]) and low speed (<30 km/h [60]). AMS is com-
monly supported by system-on-chip (SoC) containing CPU and Al accelerators, typically includ-
ing an integrated GPU and 1-2 NPUs [2, 6, 50, 60]. GPU often has higher performance while NPU
achieves better power efficiency [37, 43, 47]. They are commonly connected to a shared memory.
As DNNs gradually become the primary workload on such SoCs, Accelerator Level Parallelism
(ALP) [26, 44] suggests holistically regulating these heterogeneous Al accelerators.

An AMS typically executes multiple DNNs in parallel for perception. A fixed group of DNNs
arrive periodically and share a common latency constraint [39, 60]. The constraint can vary as
the AMS working scenario changes [25, 61]. This brings a resource management opportunity to
save power by scheduling a larger portion of DNNs to energy-efficient but low-performance NPUs
instead of GPUs when the latency constraint relaxes. Accelerator frequency adjustment can also
be applied together for a more fine-grained power-performance tradeoft.

However, there are several AMS-specific challenges for resource management. Firstly, there is a
large configuration space when finding suitable configurations under varying latency constraints.
Specifically, a system configuration in this article includes DNN-accelerator mapping and the run-
ning frequency of each accelerator. This design space grows exponentially with the DNN number.
Secondly, there is dynamic bandwidth contention among accelerators and CPU, resulting from SoC
shared-memory architecture. Contention between GPU and NPUs makes their DNN execution
latency coupled and complicates scheduling decisions. Contention between the CPU and accelera-
tors introduces dynamic interference and could slow down DNN execution unexpectedly. Thirdly,
DNN scheduling also affects memory space usage, which is precious on an embedded SoC. For a
DNN to be executable on an accelerator, an accelerator-specific engine file has to be loaded into
memory. The engine file is essentially a binary that describes the computational operations when
executing a DNN and stores the weight parameters of the DNN. Therefore, a scheduling decision
has to be power efficient while not loading redundant engines to use too much memory space.

Prior works focusing on resource management of edge systems can be roughly divided into
three categories. (1) Learning-based ones [16, 21, 31, 32, 35, 55] handle system complexity well
but fail to handle dynamic interference. (2) Control-based ones [11, 13, 28, 40, 53, 54] react fast to
dynamic interference but are most suitable for simple systems. (3) Learn&Control ones [19, 20, 45]
employ a learner to extract suitable configuration candidates and a controller to switch among
them. Such a combination works well when a configuration switch incurs little overhead. How-
ever, this is not the case for Al accelerators when switching scheduling configurations, which
involves loading new engines. A configuration switch then could not be performed frequently
and timely, which leads to latency constraint violation.

Therefore, we propose A? following Analyze&Adapt scheme, populating ALP for an AMS with
heterogeneous Al accelerators. It extends Learn&Control scheme for better real-time performance
and consists of an offline analyzer and an online adaptor. The analyzer not only learns for suitable
configuration candidates but also profiles system latency characteristics for online fine-tuning. The
adaptor not only periodically switches among pre-learned configurations but also continuously
tweaks the frequency of a selected configuration.
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The offline analyzer handles large configuration space. It tries to minimize power while keeping
memory space usage small. It first solves a multi-dimensional optimization problem to extract
Pareto optimal configurations and cherry-picks one best configuration candidate for each possible
latency requirement. It then profiles the system to record necessary information supporting online
configuration tweaking. This is realized by profiling workload latency under all frequency settings
in various system statuses.

The online adaptor deals with dynamic bandwidth contention. It prioritizes real-time perfor-
mance by tweaking frequency while trying to adhere to pre-learned configurations in a best-effort
manner. It periodically switches among pre-learned configurations when the latency constraint
or dynamic contention changes a lot. Within the switching period, the adaptor fine-tunes the fre-
quency setting of the selected configuration in a lightweight manner in case of transient contention
fluctuation or spikes.

We build a prototype of A% and evaluate it thoroughly on a commercial edge platform, Nvidia
Jetson Xavier NX. We demonstrate that A? offers nearly optimal power consumption and memory
usage while ensuring timeliness under various latency constraints in multiple setups.

The contributions of this article include three parts:

— Analysis: We analyze the power-performance-memory implications of heterogeneous Al
accelerators on a popular commodity platform. Specifically, we first reveal a DNN scheduling
opportunity for a power-performance tradeoff since the GPU is less power efficient but has
higher performance than the NPU. We then identify that the scheduling decision also affects
memory usage due to engine loading. Finally, we show that memory bandwidth contention
among GPU-NPU-CPU causes performance degradation on DNN execution.

— Design: We introduce a novel resource management scheme of Analyze&Adapt populating
ALP for AMS. It extends the traditional Learn&Control scheme for better real-time respon-
siveness to variable scenarios. During offline analysis, it searches for optimal scheduling con-
figuration candidates lying on the Pareto optimal boundary of power-performance-memory
space. During online adaption, it switches among the candidates infrequently and tweaks
the candidate with fine-grained frequency control to avoid configuration switch overhead.

— Evaluation: We implement and evaluate A% on a commodity edge platform and thoroughly
demonstrate its effectiveness, efficiency, and sensitivity. Experiment results show that A?
achieves 32.8% power improvements and 13.8% memory improvements on average compared
to heuristic-based control methods. It also outperforms the current Learn&Control manager
greatly by reducing the average deadline violation rate from 12.8% to 3.6%, and the deadline
violation extent of 99th tail latency is less than 5ms.

2 Background and Related Works
2.1 AMS Software and Hardware Overview

The software workloads of AMS consist of two parts: workloads for acting autonomously and
workloads for advanced functionalities, as shown in Figure 1. Workloads for autonomy contain
three stages [14, 39, 60]: sensing, perception, and decision making. The sensing stage collects raw
data and synchronizes their timestamps [60]. The perception stage uses various DNNs to perform
object detection, semantic segmentation, and so on. It also employs some CPU algorithms to locate
itself. The decision-making stage summarizes all extracted information and generates signals for
system control. An AMS also offers advanced functionalities, including high-res video recording,
face detection, or speech recognition. In this article, we focus on resource management of DNNs
within the perception stage since it can account for more than 94% of computation [39].

The DNNs involved in the perception stage have three key characteristics: First, their num-
ber and type are fixed during run-time determined by sensor number [58], which is typically
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Fig. 1. AMS architecture. Fig. 2. A classification of edge resource managers.
10-20 [50]. Second, the fixed collection of DNNs executes periodically under a common latency
constraint, which changes dynamically depending on the vehicle speed and the environment com-
plexity [15, 25, 61, 62]. The constraint is usually several hundred milliseconds [11, 60]. Third, there
is no data dependency among DNNs since each DNN is responsible for perceiving independent
sensor inputs [58]. Admittedly, some recently proposed perception methods suggest integrating
multi-sensor data through a single fusion-based DNN [24, 27, 48]. Nevertheless, a fusion-based
DNN is composed of multiple independent backbone sub-models and one head sub-model. The
backbones’ intermediate results, or extracted features, are aggregated as the input of the head
sub-model. Since the backbone sub-models condense high-resolution raw inputs into small-scale
features, they account for most of the execution time of a fusion-based DNN [49, 56]. The backbone
sub-models can use different DNN models depending on sensor modality and importance [38, 42].
Therefore, the identified three key characteristics of AMS perception DNNs are also applicable to
the backbone sub-models in a fusion-based architecture.

AMS is commonly supported by SoCs carrying GPU and NPU for DNN inference and following
the shared-memory architecture [12, 41, 46]. The main memory capacity is relatively small and
needs to be used conservatively [12, 30]. Since CPU and accelerators are all connected to the same
memory controller, they also contend for memory bandwidth [57]. In this article, we focus on the
management of heterogeneous Al accelerators since they are relatively independent of the CPU.
The memory bandwidth usage from the CPU side is considered a source of dynamic interference.

2.2 Classification of Edge Resource Managers

Autonomous micromobility systems are gaining popularity in both academia [9, 29, 34, 40, 50, 60]
and industry [2, 6]. Most importantly, Shi-Chieh et al. present their architectural implications [39].
This work lies in the context of designing resource managers for DNN execution. The resource
manager interacts with system runtime and OS to balance between efficiency and performance.
Prior work in this context mainly considers using GPU alone [11, 53] or using both CPU and
GPU [31, 40, 55]. Some works discuss heterogeneous accelerators yet overly focus on pre-silicon
design [32, 34, 36, 57]. This article fills in the gap of managing AMS with heterogeneous Al accel-
erators on a commercial platform.

Learning-based managers are designed for complex static systems (Figure 2(a)). It leverages
machine learning or optimization for design space exploration offline, generating a single output
configuration to be deployed. Most managers designed for heterogeneous systems fall under this
category. Sheng-Chun et al. design an offline DSE method mapping DNNs to sub-accelerators [32].
They ignore memory bandwidth contention caused by co-running CPU tasks and have no
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real-time consideration. Woosung et al. propose an offline optimization approach to schedule
multiple DNNs on CPU and GPU in layer granularity [31]. Their approach involves Worst-Case
Execution Time (WCET) analysis like [55]. This can be overly conservative when the interfer-
ence level is low. Pablo et al. discussed a scheduling framework called POAS (Predict, Optimize,
Adapt, and Schedule) to achieve ALP [44]. However, it is evaluated for matrix multiplication, and
the implemented scheduler is purely static.

Control-based managers are designed for simple dynamic systems (Figure 2(b)). It relies on for-
mal control theory or heuristics to react to run-time variation. The general pipeline involves mon-
itoring, tuning, and receiving feedback. Soroush et al. suggest optimizing accuracy and power
simultaneously while offering predictable latency for multiple DNNs on one GPU [11]. It solely
relies on frequency tuning using LAG analysis and cannot handle the complexity of heterogeneity.
Liangkai et al. designed a framework to coordinate multiple DNNs on one GPU [40]. They study
many DNNs and claim the existence of a large latency variation of DNNs. However, DNNs used in
this article are “proposal-free” models that are widely used in the industry. They have very stable
latency.

There are also Learn&Control resource managers (Figure 2(c)) designed for a heterogeneous CPU.
It learns several suitable configuration candidates and selects among them with an online con-
troller. The learning process can be offline, semi-offline with online updates, or even purely online.
This scheme is suitable for complex dynamic systems. Nikita et al. first propose the Learn&Control
model while ignoring the emerging ALP trend and the importance of management timeliness [45].
Bryan et al. suggest using online reinforcement learning for a Learning Classifier Table to guide
a feedback controller tuning frequency for a many-core system [20]. They target irregularly arriv-
ing tasks with a work queue, which is different from AMS perception. we argue that traditional
Learn&Control has deficits in real-time when a configuration switch incurs overhead and cannot be
performed frequently enough. This is the case for heterogeneous AI accelerators. Correspondingly,
we offer a novel scheme named Analyze&Adapt in Figure 2(d), which features tweaking a selected
configuration for better timeliness.

3 Motivation
3.1 Understanding Accelerator Specialties

Understanding the specialty and weakness of accelerators is critical for achieving efficient ALP. We
conduct our experiments on Jetson Xavier NX, a commercial system-on-module equipped with 1
GPU and 2 ASIC Deep Learning Accelerators (DLA) (detailed in Section 5). The frequency of
GPU can only be set to 12 fixed levels, while the frequency of DLA can be set to arbitrary values.
Their minimal frequencies are both at about 300 MHz, and their maximal frequencies are both at
about 1100 MHz. For a clear comparison, we evenly select 12 frequency levels among all available
ones for DLA. In summary, the frequency levels for GPU in MHz include 306, 408, 510, 599, 752, 803,
854, 905, 956, 1007, 1058, and 1109. The selected frequency levels for DLA in MHz include 320, 384,
448,512, 576, 640, 704, 768, 832, 896, 960, and 1024. To demonstrate the power-performance charac-
teristics, we record the latency and power consumption of YOLO-v3, a widely used DNN for object
detection, on each accelerator under every frequency level and present the results in Figure 3.
From the power perspective, GPU consumes 2x-4x more power than DLA in all frequency
settings. But from the performance perspective, the execution latency on DLA is also 1.6x-2.5x
higher than GPU. Combined with detailed findings on other ASIC NPUs [37, 43, 47], we believe
such power-performance trade-off for GPU and NPU on edge is not uncommon. On the one hand,
GPUs are more flexible in accelerating most parallel tasks, so manufacturers would be eager
to equip a relatively powerful GPU as the main accelerator for versatility. On the other hand,
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NPU accelerators can only run limited functionalities but achieve better power efficiency. The
manufacturers would tend to allocate a small percentage of the die area to them, thus weakening
their performance. For example, the GPU die area of NVIDIA Xavier is about twice as large as
its NPU [1]. Another example is the higher-end NVIDIA Orin. Its GPU provides up to 170 Sparse
TOPS (Tera Operations Per Second) of INT8 Tensor compute, while its two NPUs could only
provide 75 TOPS in total [2]. This trade-off resembles the big. LITTLE architecture of ARM CPUs.

In summary, accelerator specialties raise management complexity but also bring power-saving op-
portunities. When the latency constraint is relaxed, the NPUs’ specialty manifests itself as the ability
to execute DNNs more efficiently. Contrarily, GPU’s specialty stands out to execute DNNs faster.

3.2 Understanding Memory Challenges

321 Memory Capacity Challenges. Since the main memory is shared among multiple proces-
sors, it is critical to save precious memory capacity to accommodate more advanced functionalities
in AMS [30]. Take Xavier NX as an example, the total memory capacity is 8 GB with only 6 GB avail-
able for run-time management. The memory usage of studied DNNs is shown in Table 1, and their
engines occupy about 200-300 MB. The engine of a DNN is essentially a binary that describes the
computational operations when executing a DNN and stores the weight parameters of the DNN.
To schedule a DNN on a particular accelerator, its corresponding engine for that accelerator must
be loaded into memory before execution.

Loading all engines for each accelerator brings better scheduling flexibility but also increases
memory usage. If we pre-load the engines of all three types of DNNs in Table 1 on all accelera-
tors (3%3=9 engines) for flexible and warm online scheduling, 50% (3 GB) of the memory capacity
would be occupied for engines. Considering that CPU tasks also need memory space to hold data,
including high-res maps, the memory footprint of DNNs is too large. However, if we sacrifice flex-
ibility and only pre-load a single type of DNN for specific hardware (1x3=3 engines), the memory
footprint could be reduced to only 900 MB, saving up to 70% of memory. But in such a case, the
DNN-Accelerator mapping is fixed. Execution latency and power consumption may be suboptimal
when the working scenario changes.

3.2.2 Memory Bandwidth Challenges. Executing DNNs concurrently on GPU and DLAs could
result in memory bandwidth contention and slow down all of them compared to running separately.
We denote such memory contention between heterogeneous accelerators as Inner Memory Con-
tention (IMC). We denote it as “inner” since the contention happens within the DNN accelerator
subsystem. Meanwhile, CPU tasks for localization and other advanced functionalities often run
simultaneously with DNN inference tasks in AMS. We denote the memory contention between
CPU and accelerators as Outer Memory Contention (OMC). We denote it as “outer” since the
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contention is caused by the CPU, which is outside the DNN accelerator subsystem. The optimiza-
tion of CPU tasks is heavily studied and CPU tasks are merely considered as a source of dynamic
interference to the accelerator subsystem in this article.

To thoroughly analyze the memory bandwidth challenges, we first study the IMC by co-running
DNNs on different accelerator combinations, as shown in Figure 4. For GPU tasks (the first bar
group), we fix the GPU frequency at the maximal and execute YOLO-v3 on it. We introduce IMC
by simultaneously deploying independent YOLO-v3 on 1 or 2 DLAs with minimal or maximal DLA
frequency. The bars report the performance degradation of YOLO-v3 compared to running on the
GPU alone (23.2 ms). Similarly, for DLA tasks (the second bar group), we fix the frequency of DLAs
at the maximal and execute YOLO-v3 on 1 or 2 DLAs while deploying independent YOLO-v3 on
GPU with minimal or maximal GPU frequency. The bars report the performance degradation of
YOLO-v3 compared to running on 1 DLA alone (47.1 ms). Note that the frequencies of the two DLAs
have to be the same due to driver limitation. For clarity, the co-running setups are roughly divided
into low, medium, and high contention levels. Overall, more co-running accelerators and higher co-
running accelerator frequency can both lead to higher IMC and cause performance degradation.
The GPU+2DLA Min Freq setup may cause higher degradation than GPU+DLA Max Freq setup
since it has more co-running accelerators, although with lower co-running accelerator frequency.
Therefore, finding suitable configurations for multiple DNNs becomes difficult since their total
latency cannot be obtained by studying each accelerator separately.

Then, we study the OMC by running different numbers of memory bandwidth stressors to mimic
CPU workload interference. Each memory stressor executes the memrate test of stress-ng tool [3]
with a reading rate of 5 Gb/s and a writing rate of 1 Gb/s, consuming around 5% of memory band-
width. We dispatch 1-5 stressors to create different levels of OMC. The resulting performance
degradation is shown in Figure 5. The setup of two bar groups is the same as Figure 4, which fixes
the frequency of GPU or DLA at the maximal and executes YOLO-v3. Both accelerators suffer
from more severe performance degradation as the memory bandwidth usage of the CPU work-
load increases. The management scope of the resource manager in this article does not include
the CPU. The CPU workload is not the performance bottleneck for autonomy, and CPU manage-
ment has already been well-studied. Memory bandwidth usage from the CPU side is considered a
source of dynamic interference in the DNN accelerator subsystem. Such run-time variation has to
be managed to avoid unexpected deadline violations.

In summary, memory management challenges arise since the considerable demand on memory
capacity and bandwidth for DNN inference conflicts greatly with the limited hardware resource of
AMS. On-demand engine loading and interference awareness should be carefully and dynamically
considered.

3.3 Learn&Control: Limitations

Current Learn&Control schemes are equipped with a simple online controller which periodically
consults a learned reference table to decide the most proper configuration as system dynamics
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fluctuates [19, 20, 45]. We port such a scheme to heterogeneous Al accelerators for minimizing
power consumption under the 190 ms latency constraint, as shown in Figure 6. This corresponds
to detecting objects about 5m away from the AMS [60]. Each data point represents executing 5
YOLO-v3 and 7 Resnet101 in total under a particular configuration. A configuration includes DNN-
accelerator mapping and frequency setting. The Learn&Control can handle IMC. Since IMC is static
for any given configuration, it can be implicitly factored in during offline reference table learning.
However, it has limitations when dealing with OMC, which depends on CPU workload and can be
very dynamic during runtime.

In the first period, we shortly invoke the memory stressor twice to produce transient OMC
spikes. When the second period begins, we permanently launch the memory stressor to produce
a steady OMC increase. Such a procedure is employed to demonstrate the OMC pattern of CPU
tasks in a controlled manner: Depending on the working scenario, the co-running CPU task can
be different and cause large and steady OMC change [14, 59]. Meanwhile, sporadic user requests
like speech recognition on the CPU can also cause transient bandwidth fluctuation. During the
first period of Figure 6, the Learn&Control execution latency exceeds the latency constraints due
to OMC spikes. During the second period, the controller requires much time to react and load
new engines, which results in the latency plateau. At the start of the third period, a newly optimal
configuration is finally applied while Learn&Control schemes over-tune the system and cause
wasted latency slack. This over-tune leads to 0.3 w power waste (10% of total dynamic power, 3 w).

The limitation of Learn&Control manager lies in configuration switching overhead. A config-
uration switch consists of two steps. The CPU first loads DNN engines for the new destination
accelerator into memory, while the acceleration subsystem still follows the old configuration. New
scheduling and frequency settings are immediately applied once loading finishes, whereupon use-
less engines are cleaned up. Such configuration switches cannot happen frequently for two rea-
sons. First, loading and cleaning typically take seconds, according to our experiment and prior
works [10], which is significantly longer than common latency constraints of several hundred
milliseconds. Second, memory space usage is high during configuration switch, and frequently
doing so cancels out the benefit of on-demand loading. In summary, it is critical to design a novel
management scheme with superior timeliness under dynamic interference.

4 System Design
4.1 Overview of A?

Figure 7 shows the design overview of A% It bridges software and hardware by integrating an
offline analyzer and an online adaptor.

When an AMS manufacturer finalizes the DNNs used for perception and the SoC model, the
analyzer component plays its role. Its primary duty is to learn the most efficient configurations un-
der all possible working conditions (i.e., different latency constraints). The analyzer achieves this
by learning Pareto optimal configurations with distinct trade-offs between multiple efficiency ob-
jectives under various latency constraints. The secondary duty of the analyzer is to profile system
latency sensitivity towards configuration fine-tuning. Such information complements the discrete
searched configurations by understanding how their execution latency reacts toward frequency
tweaking.

After an AMS is put into operation, the adaptor component regulates it to ensure timeliness
while trying to attain maximal efficiency. It is capable of reacting to dynamic interference from
the CPU side. Periodically, a new base configuration is selected if latency constraint changes or
CPU interference level experiences a large steady change. Meanwhile, the frequency setting of the
selected configuration gets tweaked continuously in case of transient memory fluctuation.
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4.2 Offline Analyzer Component

4.2.1 Learning Optimal Configuration Candidates. As stated in Section 2.1, workloads of AMS
are usually fixed and recurrent with flexible latency constraints. Current learning models are com-
plex and not suitable for AMS [19, 20, 45] since their assumption is that tasks arrive irregularly and
are pushed into a task queue. We choose to customize the GA to solve a Pareto optimization prob-
lem and then cherry-pick final configuration candidates further. GA is an effective Design Space
Exploration (DSE) approach with one main deficiency of being time-consuming. However, this
does not matter since the optimization happens purely offline, which exempts the necessity of
using overcomplicated algorithms. The optimization is performed only once for a fixed group of
DNNs and a specific SoC board.

Specifically, we design our algorithm based on NSGA-II [17], a popular multi-objective optimiza-
tion algorithm. In NSGA-II, each configuration is encoded into a gene as Figure 8. A configuration’s
gene contains both scheduling and frequency setting of all DNNs. We further split the scheduling
part into ordering (deployment order) and mapping (DNN-Accelerator mapping) as in [32]. DNN
with a smaller ordering number deploys earlier on GPU (G), DLAO (0), or DLA1 (1) with a specific
frequency level. The power, memory, and latency value of each explored configuration is obtained
by executing it multiple times on the real machine and taking the average.

Take five DNNs as an example. Initially, a random set of genes is sampled to become the initial
population, and the initial genes are sorted by dominating relationship and crowding distance
to select elite genes. A gene dominates another when it is better on all objectives, and crowding
distance prefers sparsity [17]. Elite genes crossover with each other (in red squares) and then
mutate (in black squares) to produce the next population. We apply formal Partially Mapped
Crossover (PMX) [23] on the ordering part and simple 2-Point Crossover [51] on mapping and
frequency parts. With the genetic learning algorithm, configurations lying on the Pareto boundary
in power-performance-memory space are obtained.

Further cherry-picking is needed after obtaining the 3-dimensional Pareto boundary. Firstly, we
require only one best power-memory configuration for each possible latency constraint. This best
configuration has to achieve both low power and small memory usage. Secondly, the frequency
settings of any picked best configuration must be elastic enough to leave space for the online
tweaker to boost frequency and reduce latency when necessary.

We design an algorithm to cherry-pick the configuration with the following properties in order:
having acceptable worst-case latency, near-minimal power usage, and minimal memory. We di-
vide the Pareto boundary in 3D space into latency bins of 10 milliseconds wide, which produces a
2D Pareto boundary slice in each bin. One best configuration in the slice is selected. According to
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ALGORITHM 1: Configurations Cherry-picking Algorithm

Require: Cg,; > All configs explored
P, > Power threshold beyond minimum
M, > Memory cost per saved watt threshold
Ensure: Cg.; > Best configs selected
1: for each latency bin lat do
2. // First filter configs by worst-case latency
Critr1 < cin Cyy[lat] if WorstLat(c) < lat
// Then filter configs by near-minimal power
Ppin < Min([Power(c) for ¢ in Crjsr1])
Crisra < ¢ in Crpppy if Power(c) < Pmin + Py
// Finally select config with minimal memory
Ceana < Argmin([Mem(c) for c in Cry;r2])
// See if Memory cost per saved watt is worthy

10:  if Mem(Ceang) > Mem(Cseq[lastLat])
Mem(Ceana)-Mem(CserllastLat])

h A A

and Power(Cyei[lastLat])~Power(Ceana) > M;p, then
11: Cseillat] « Cyei[lastLat]
12:  else
13: Cselllat] « Ceana
14:  end if
15:  lastLat = lat
16: end for

our experiments, the 2D Pareto boundary slices in power-memory space are generally not smooth,
such that conventional intuitive methods preferring “turning points” would not work. Therefore,
we designed a concise algorithm detailed in Algorithm 1. For each latency bin (Line 1), we first
filter all the configurations according to their worst-case latency (Line 3). The worst-case latency
is obtained by overwriting a configuration’s frequency settings to maximum and executing it un-
der a pre-defined worst-case outer memory bandwidth level. Then, the selected configurations are
further filtered based on power usage (lines 4-6). Finally, a candidate with minimal memory usage
is selected (Line 8). However, an inconsistent situation may happen due to insufficient exploration
or randomness during learning. This candidate may consume much more memory compared to
the previously picked one in the last latency bin with marginal power saving. To avoid such incon-
sistency, we allow memory usage growth only if the subsequent memory increase per saved watt
is less than M, (Line 10). Otherwise, we reuse the selected configuration of the previous latency
bin instead (Line 11). Eventually, the C;,; of each possible latency constraint bin is saved as a refer-
ence table for online lookup. Several hyper-parameters including P;; and M, can be user-defined,
bringing flexibility to customize for different trade-off considerations.

4.2.2  Profiling Latency Sensitivity Characteristics. Since we will tweak the frequency setting of
a selected configuration for better real-time ability, there has to be extra information regarding
its latency sensitivity toward frequency tuning. Therefore, the analyzer also characterizes system
latency sensitivity under various running conditions through profiling. We choose to collect the
latency of each DNN type running on any accelerator (GPU or DLA) under each frequency setting
while taking IMC and OMC into consideration. The information is organized into a nested-hash-
table data structure, characterization table, for lightweight online lookup.

In more detail, we build a characterization table for each DNN type involved in the AMS percep-
tion stage. Although there can be many independent DNNSs in total, as mentioned in Section 2.1,
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most of them would be independent instances of the same DNN type, like YOLO for object de-
tection and Resnet for image classification. Therefore, the number of characterization tables can
be kept small. In our implementation, we consider convolution-based DNN architectures for im-
age processing. We execute each DNN type on our target Jetson board and measure its latency-
frequency curve at all possible accelerator frequency levels (see the leftmost part of Figure 9).
The characterization table contains multiple such curves under several typical GPU-DLA-CPU co-
running setups to guide frequency fine-tuning in different system status (Section 4.3.2). Its building
procedure is illustrated as follows.

First, to incorporate IMC, we measure the latency-frequency curve under several typical ac-
celerator co-running setups. Suppose our target DNN runs on the GPU. We profile accelerator
co-running setups, including GPU running alone, with 1 DLA or 2 DLAs. To reduce the amount of
profiling, the co-running DLAs execute YOLO at either the highest or the lowest frequency. (Note
that the frequency of the DLAs has to be the same.) A sketch of the resulting curves is shown in the
middle part of Figure 9. During runtime, when the co-running accelerator is not at the highest or
lowest frequency, we can interpolate the corresponding latency-frequency curve. During runtime,
when the co-running accelerator is not executing YOLO, we make a compromise by still using the
profiled latency. Evaluation in Section 6 shows that the overall deadline satisfaction is still good.

Second, to incorporate OMC, we repeat the first step under several typical CPU memory band-
width usage levels. In our implementation, we run 0-5 memory stressors introduced in Sec-
tion 3.2.2 to create six stable OMC levels. This results in the final three-dimensional table shown in
the rightmost part of Figure 9. The characterization table is platform-specific and has to be rebuilt
when using new hardware platforms. However, the rebuilding only takes 1-2 hours for each DNN
type, which is small and easily affordable during the offline phase.

4.3 Online Adaptor Component

4.3.1 Selecting Base Configuration Periodically. Selector switches the base configuration in re-
sponse to two circumstances: 1) Latency constraint varies due to changes in the working scenario;
2) Outer memory interference would experience a large and steady change due to the launch
of a new long-term workload. The selection process follows the typical feedback control proce-
dures [18] and is triggered periodically. To decouple the management of accelerators from the
CPU, we design the selector to be unaware of the launch of a CPU workload. It conservatively
computes the 90th tail latency slowdown during the last period as the estimation of the current
outer contention level. It then decides whether to switch configurations by looking up the ref-
erence table generated by the cherry-picking algorithm in Section 4.2.1. The base configuration
selected contains both DNN-accelerator mapping and accelerator frequency setting. Since alternat-
ing DNN-accelerator mapping incurs much overhead, the selection can only happen infrequently.
Rapid changes or bursts are handled by the tweaker in the next section.
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4.3.2  Tweaking Configuration Frequency Continuously. Tweaker fine-tunes frequency setting of
a base configuration in case of transient outer memory interference. Different from fine-grained
per-layer dynamic voltage and frequency scaling (DVFS) [13] or coarse-grained per-execution
DVES [22, 63], we design a medium-grained DVFS mechanism. More specifically, we find that
per-layer DVES suffers from non-negligible overheads due to its unnecessary fine granularity. On
Jetson Xavier, tuning hardware frequency takes ~1 ms, 10X larger than the execution time of one
DNN layer. On the contrary, the per-execution DVFS approach only boosts execution once for all
DNNs, which could be too coarse-grained to handle short-term interference.

We extend LAG analysis [11, 13, 52], widely used in real-time systems, to the heterogeneous
hardware scenarios. In LAG analysis, LAG describes how far ahead or behind a task is compared
to the deadline. It is defined as the difference between the predicted task finish time and task
deadline. A controller could then boost or slow down the system according to the LAG value at
any time. The most critical step in LAG analysis lies in finish time prediction. A* makes boost and
slowdown decisions at the end of each DNN inference task. As shown in Figure 10, the end of each
DNN inference task divides the whole execution period into multiple decision intervals. At each
interval boundary, the progressive mechanism takes three steps to decide a proper adjustment for
the next interval.

In the first step, the latency of the last execution interval is reviewed and compared to the
characterization table to infer the current level of OMC. The review window contains the latest
three decision intervals and takes their average OMC level as the inferred current one. This
helps reflect the most recent OMC status. Since most intervals would not witness a full DNN
execution (e.g., DNN2), we could not directly compare a measured interval to data stored in
the characterization table. This calls for the maintenance of the progress of each DNN at each
decision boundary. The progress of DNNs that have not yet been finished is updated according to
the inferred OMC level. In more detail, at the “current decision point” shown in Figure 10, we first
derive the current contention level utilizing the characterization table. For a given co-running ac-
celerator combination and accelerator frequency, the characterization table provides a one-to-one
mapping between DNN latency and OMC level. Denote the length of the last decision interval as
t1qst and the progress of DNN2 at the last decision point as ppnn2. We compare t45;/(1 — ppNN2)
to the closest latency of DNN2 stored in the characterization table and take the corresponding
OMC level as the inferred current level. Then, we can use the inferred OMC level to update
the progress of DNN1 and DNN4. Take DNN4 as an example, denote its latency at the inferred
OMC level stored in the characterization table as tpyn4, then we can update ppnn4 such that
PDNN4+ = tiast /tDNN4-

In the second step, the remaining execution time is predicted to decide whether to boost, slow
down, or do nothing. The predict window covers all remaining execution time in the current multi-
DNN execution period. It assumes the execution still follows the base configuration later and con-
sults the characterization table to get the execution time of each future interval iteratively. All
latency values of future decision intervals are accumulated to get the finish time prediction. We
can then calculate LAG and tune frequency accordingly. Additionally, we find that there might be
incorrigible deadline violations during each multi-DNN execution period. Later decision points
in each period may be unable to reduce latency sufficiently even if it has boosted accelerator fre-
quencies to the highest value when an unexpectedly high OMC spike appears. As a result, we
have to tune accelerator frequencies to higher values than just enough at early decision points.
Therefore, we multiply a conservative factor, which is larger than 1, to the predicted remaining
execution time at each decision point. We calculate LAG using this amplified remaining execution
time prediction to decide the accelerator frequencies before the next decision point. The initial
value of the conservative factor at the start of each multi-DNN execution period is set as a fixed
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Table 2. Experiment Platform Specification Table 3. Description of Evaluated Schemes
Device Nvidia Jetson Xavier NX Scheme Descriptions
CPU 6-core Carmel ARM v8.2 Race-to-idle [33] | Highest freq then idle, GPU+2DLA
GPU 384-core Volta GPU with 48 Tensor cores NeuOS [11] Fine-grained frequency tweaking only, GPU+1DLA
CALOREE [45] | Pareto learner + Periodic selector
Memory | 8GB LPDDR4x shared mem (59.7 GB/s) Az Anal .
nalyzer (learner+profiler) + Adaptor (selector+tweaker)
Accelerator | 2x NVDLAs A7 power A% minimizing power
System Jetpack 4.6.2, Ubuntu 18.0.4, TensorRT 8.2 AZ_mem A? minimizing mem

hyperparameter. Its value drops to 1 linearly with time until the deadline of each period, which
helps avoid over-compensation.

In the last step, a proper frequency for the next decision interval is decided. The decision window
only includes the time until the next DNN finishes (a single decision interval). The corresponding
frequency tuning register in the Linux /sys directory is modified to apply the frequency change.
We implement the progressive tweaker to execute asynchronously with workloads in a separate
thread. So, the management logic will never affect the critical path of system execution.

5 Evaluation Methodology
5.1 Platform and Benchmarks

We implement A? on a commercial edge platform for AMS, NVIDIA Jetson Xavier NX, detailed in
Table 2. This platform originally provides nine hierarchical power modes with 10/15/20 w power,
and we choose the maximum one MODE_20W_6CORE as the basic power mode, overwriting its de-
fault frequency settings. Both GPU and DLAs have 12 optional frequency levels. An onboard power
meter (T INA3221x) updated at 5 ms intervals captures power readings with default smoothing
mode disabled. All power consumption values are dynamic power of acceleration subsystem, ob-
tained by subtracting static power reading from 5V_IN power rail readings. System static power
is about 4.2 watts when the CPU is idle.

Due to the unnecessary complexity of commercial systems, we mimic the perception stage of
AMS with a mix of YOLOv3-416 and Resnet101 (detailed in Table 1) to evaluate A? (memory usage
of VGG16 is too huge to adopt). Two different setups are evaluated: 12 DNNs (5 YOLO and 7
Resnet) and 16 DNNs (10 YOLO and 6 Resnet). Since DLA does not support FP32, we both use
FP16 on GPU and DLA for fairness. We generate DNN engines with TensorRT instead of Pytorch
or Tensorflow since it is specialized for high-performance inference and supports DLA better. For
compactness, we evenly divide all latency constraints tested into tight/mid/loose ranges. For 12(16)
DNN setups, the minimal latency constraint is set to 150(240) ms, and each range contains 5(7)
latency constraints with 10 ms intervals. The result obtained for each range is an averaged value
of 5 or 7 latency constraints.

5.2 A? Design Specification

Our implementation takes about 1 k LoCs in C++ and 2 k LoCs in Python. The engines for accel-
erators are compiled in advance for deployment. The offline Analyzer is implemented in Python,
while the online Adaptor is in C++ for fast execution. During online execution, we additionally
create stress-ng memory stressors on the CPU as a synthetic interference generator. We use syn-
thetic generators for better controllability. The generator has both steady and transient variations
to simulate the real CPU workloads of an AMS.

In more detail, we designed the following process to simulate a real AMS working condition
in a controlled manner. Starting from the idle state, the number of CPU memory stressors is
first increased every 30 s until five and then decreased until zero. Some additional CPU memory
stressors are randomly generated to simulate spikes. In the meantime, DNN inference tasks run
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Fig. 11. A comparison of power and memory optimization effectiveness. (Lower is better.)

periodically on accelerators, and a resource manager adjusts configuration dynamically. For A?
and Learn&Control managers, a configuration switch happens every 45 s. We choose 45 s to avoid
the selector working in lockstep with the increase(decrease) of memory stressors. Otherwise, the
selector would behave very poorly since its contention level estimation would always be wrong.

The hyper-parameters in the GA, including iteration and population size, are set to 80. In
Algorithm 1, Py, is set to 0.5, and M;y, is set to 300. The initial value of the conservative factor is
set to 1.2 and will linearly decay to 1.

5.3 Points of Comparison

We compare A? to five baselines as shown in Table 3. Race-to-idle [33] is simple yet proven to be ef-
fective in many scenarios. It evenly distributes DNNs to accelerators at the highest frequency. Once
the execution of all DNNS is finished, the accelerators become idle until the latency constraint is
reached. Control-based manager resembles NeuOS [11], which employs LAG analysis to tune fre-
quency under fixed scheduling for all latency constraints. This fixed scheduling configuration is
chosen to use 1 GPU and 1 DLA in a load-balanced way under the highest frequency since this
setup shows the maximal achievable latency range when adjusting frequency. For Learn&Control
schemes, we choose to transport CALOREE [45], which learns suitable configuration candidates
offline and uses feedback control online to select among them. We integrate the learner and se-
lector in A% as the CALOREE manager. Also, we compare two variants of A% During the cherry-
picking stage in Section 4.2.1, A%2_power(A?_mem) simply chooses a configuration with minimal
power(memory) regardless of memory(power) usage. They are used to examine “what if the trade-
off is completely ignored”. A purely Learning-based scheme is not compared since it is doomed to
have poor real-time performance.

6 Evaluation Results
6.1 Overall Effectiveness

We evaluate five important effectiveness indicators: average power consumption (Power) and mem-
ory usage (Memory) for efficiency; deadline violation rate (ddl_vio_rate) and 99th-percentile (P99)
of absolute deadline violation extent (ddl_vio_extent) for timeliness.

Figure 11 shows the power and memory optimization. In both 12 and 16 DNN setups, power
consumption and memory usage of A> and CALOREE are both roughly the lowest among the four
main baselines. Compared to NeuOS, the power consumption of A? is 32.8% less, and the mem-
ory footprint is 13.8% smaller on average. The large memory usage in the “loose” setup and high
power consumption of NeuOS is caused by its inability to adjust DNN mapping dynamically. The
other baseline method, Race-to-idle, never exceeds latency constraint but performs poorly in terms
of both power and memory. Thus, we argue that blindly using GPU with mid/loose latency con-
straint as Race-to-idle does wastes power and memory. Although CALOREE achieves comparable
performance and efficiency with A%, we show that it falls behind in the timeliness guarantee.
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Fig. 12. A comparison of deadline violation rate and extent. (Lower is better.) The configurations used are the
same as Figure 11. Although Race-to-idle has almost no violation, it behaves poorly in efficiency optimization.

Figure 12 shows the timeliness guarantee comparison. With specialized tweaker, A? violates
deadline less than 5% in most setups (3.6% on average), and the p99 value of deadline violation
extent is almost always less than 5 ms. As for comparison, the deadline violation rate of CALOREE
can be up to 15%, and the violation p99 value can be 10-25 ms higher than latency constraints.
This implies that vanilla Learn&Control methods are ineffective under spikes and rapid changes.
The deadline violation rate of NeuOS in the “tight” range is high due to its inability to enable more
accelerators. This shows that merely tuning frequency leads to reduced schedulability.

Finally, both A?_power and A%2_mem perform well on one aspect, sacrificing the other. The mem-
ory usage of A?_power is the second largest among all evaluated schemes in the 12 DNN setup,
while the power consumption of A?_mem is the highest one in 16 DNN setups. Some may no-
tice that the power consumption of A?_power is sometimes slightly higher than A% The reason
is that bars shown in Figure 11 are averaged values under several adjacent latency constraints. In
summary, completely ignoring trade-offs brings very skewed results.

6.2 Case Study

We further conduct a case study to demonstrate the effectiveness of A? under a more realistic
runtime condition setup. As mentioned in Section 4, A% can handle run-time dynamicity in various
executing scenarios. For example, an AMS may execute tasks in an aperiodic or irregular manner
for environment adaptation or human interaction. We assume that all such unpredictable tasks are
executed on the CPU or hardware accelerators aside from the GPU and NPUs (or DLAs on Jetson).
These co-running workloads bring run-time performance interference to the fixed set of DNNs,
which is addressed by A%. The capability of adapting to unpredictable DNNs for AMS perception
is left for future work. In this case study, we select several popular real-world co-running
workloads used in AMS and deploy them together with the A%-managed DNNs. We show that A?
can adapt well under the unpredictable performance interference by these irregular co-running
tasks.

We select the following three co-running workloads popular in AMS. NDT localization (NDT) [5]
performs high-resolution localization using point-cloud maps. It is multi-threaded and executes
on the CPU. Dense Optical Flow (DOF) [7] detects fast-moving objects leveraging the frame
difference of image sequences. It executes on a specialized accelerator named PVA (Programmable
Vision Accelerator) on Jetson. Temporal Noise Reduction (TNR) [8] performs denoising on high-
resolution video. It executes on a specialized accelerator named VIC (Video Image Compositor)
on Jetson. All of them are heavy-weight tasks introducing non-negligible performance degradation
to the DNNs. We execute them using the sample input data fragment provided by their respective
developers. Their execution time is 126, 45, and 8 s, respectively. To maintain reproducibility while
creating an irregular co-running combination, we deploy the three tasks periodically but at distinct
periods of 200, 80, and 30 s in a total evaluation duration of 400 s. Note that A? does not assume
the periodicity of the co-running tasks and handles them as black boxes. We follow the 12 DNN
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setup. To thoroughly test the adaptation capability of A2, we also vary the latency constraint of
the DNNs in the meantime. The latency constraint is set to 150 ms initially and increases by 50 ms
every 100 s. All other evaluation setups are the same as Section 2.2.

The evaluation results are shown in Figure 13. We measure the same effectiveness indicators as
Section 6.1. The power consumption and memory space usage of A% are both the lowest compared
to the baselines. The deadline violation rate of A% is merely 2.2%, and the p99 value of deadline vio-
lation extent is less than 10 ms. This proves the effectiveness of A% under a more realistic runtime
condition setup with irregular co-running tasks.

6.3 Detailed Analysis

6.3.1 Sensitivity of Learning Hyper-parameters. We customized a GA, NSGA-II, to find the 3D
Pareto boundary in Section 4.2.1. The hyper-parameters used especially iterations (iter) and pop-
ulation size (pop), are important for fast and sufficient configuration space exploration. Figure 14
shows the projection of every explored configuration onto power-performance space under three
different hyper-parameter settings. Bluish points are explored in early iterations, while reddish
ones are explored later. Configurations lying on the 2D Pareto boundary are colored black.

Under all three setups, the GA produces a Pareto boundary with a similar good shape. This
implies the learner is not sensitive to the two hyper-parameters. We choose 80 in all experiments
since it yields slightly better results, balancing between exploration sufficiency and execution time.
For an A? user, we recommend first selecting “pop” to any value between 50-100 and then incre-
mentally increasing “iter” without restart. Plotting exploration status can help in deciding when
to stop based on the quality of the current results.

6.3.2  Sensitivity of Conservative Factor. In Section 4.3.2, we introduced a linearly decaying “con-
servative factor” to make conservative decisions during the early execution. In this part, we inves-
tigate the influence of its initial value. A large initial value may lead to high power usage, while
a small one can result in deadline violation. In Figure 15, we set the initial value to 1/1.2/1.5 and
plot the deadline violation rate and p99 of absolute deadline violation in 12 DNNs setup.

Not incorporating a “conservative factor” (setting to 1) leads to large deadline violation rates,
which go up to 17% in the mid case. Increasing it to 1.2 reduces the deadline violation rate greatly
with negligible increase in power consumption. Further increasing it to 1.5 yields better p99 vi-
olation but raises power consumption slightly by 0.2 watts. Therefore, the conservative factor is
important, and setting it to 1.2-1.5 would be good enough depending on the expected deadline
satisfaction requirement. We choose 1.2 in all experiments.

6.3.3 Zoomed-in Analysis on Tweaking Effect. We show the effectiveness of A? by presenting
detailed latency curves under tight and loose latency constraints in Figure 16 (mid constraints are
shown in Figure 6). The experiment setup is the same as 3.3.
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A? does not suffer from severe deadline violation in all three cases. The deadline violation extent
in loose case may seem to be more severe (20 ms) than in tight case (10 ms), but the violation extent
in percentage are similar at ~7% (also for Figure 6). The latency curve of A? does not show spikes
when a configuration switch is triggered. During a configuration switch, new engines are first
loaded by the CPU, and useless engines are flushed. This could cause extra memory bandwidth.
However, the online tweaking scheme deals with such extra contention as well as handling the
two transient spikes before outer contention increases.

6.3.4 Overhead Analysis. The online tweaker must be lightweight. In our implementation, each
decision-making process takes <1 ms, which is small compared to the typical DNN execution time
of 20-50 ms. The decision-making logic executes asynchronously with DNN workloads and is
not on the critical path. The overhead of the online selector and tweaker on CPU utilization is
also negligible. The execution time of the GA ranges between 1-8 hours, depending on hyper-
parameter selection, and characterization table profiling takes about 1-2 hours.

7 Conclusions

Emerging AMS raise new challenges for achieving ALP to optimize system efficiency and guar-
antee management timeliness. In this work, we propose A%, a well-crafted resource manager cov-
ering both workload analysis and real-time adaption. It achieves 32.8% improvements in power
and 13.8% in memory compared with control-based methods. It also reduces the deadline viola-
tion rate by 9.2 percentage points on average compared to directly porting Learn&Control meth-
ods. We expect that our design will have a transformative impact on AMS with heterogeneous Al
accelerators.
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